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1|Introduction    

A supplementary portion of the research carried out in [1] is provided by the current work. The authors 

believe that the task is now complete and can be understood by using both analytical expressions and 

illustrative data to explain the newly developed study outcomes. The current paper is a substantial extension 

of an accepted paper [1]. 

The main contributions of [1] are:  

I. Providing the full detailed proofs of the limit theorem as well as the full proofs of Rényi Generalized 

Entropies RGEs extended properties and finding the discrete time domain PV-updates. 
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  II. Providing these extended properties physical interpretations. 

This letter has the following major contributions. 

I. Novel characterization of for q > −1, q ≠ 0, inference process Uq
L(K)  by  a functional equation is devised. 

II. First time unification of the inference process Uq
L(K) for q > −1, q ≠ 0  with group theory is obtained. 

III. Showing the significant information theoretic parameter r on the overall behaviour of inference process 

functional for both extensive and non-extensive values of the parameter q. 

IV. Highlighting the significance role of information theory to advance Human Computer Interaction (HCI). 

V. The exposition of some emerging open problems. 

The structural flow of the current paper reads: 

I. Introduction. 

II. Definitions. 

III. Novel characterization of the inference process Uq 
L (K) for q > −1, q ≠ 0 by a functional equation. 

IV. Unification of the inference process Uq 
L (K) for q > −1, q ≠ 0 with Semi-Group theory. 

V. The threshold theorems for the Inference Functional (IF). 

VI. Numerical experiments. 

VII. Information-theoretic applications to humaa computer interaction. 

VIII. Concluding remarks, open problems, and funwe research pathways. 

2|Definitions  

I. The Belief (Bel) function: The Bel function is defined by assuming that it satisfies the axioms of probability. 

Specifically, fix a finite propositional language L and let SL be the set of sentences for this language. In this 

context, Bel: SL→[0,1] is a probability function on SL if for all θ, ϕ ϵ SL. 

− If ⊢ (𝜃 ↔ ∅), then Bel (𝜃) = 𝐵𝑒𝑙(∅). 

− If ⊢ 𝜃, then Bel (𝜃) = 1, and Bel (¬𝜃) = 0. 

− If ⊢ (𝜃⋀∅) is false, then Bel (𝜃⋁∅) = 𝐵𝑒𝑙(𝜃) + 𝐵𝑒𝑙(∅).  

II. Definition of the set vectors VL(K) [1]: Let us define the set VL(K), VL(K) = {x→ ∈ RJ/x→AK= bk
→, x→ ≥ 0}. 

III. The ME inference process, MEL [1]: MEL reads as MEL(K) =  x→, which maximizes Shannonian entropy 

( − ∑ xilogxi
J
i=1  ), with the convention  xlogx = 0 when x = 0. 

IV. Uq
L(K): We write Uq

L(K) as Uq
L(K) = that  x→ ∈ VL(K) for which (∑ xi

q+1J
i=1 )−1/q is maximal.              

V. A functional equation is one that has an undefined function. Functional equations can be used to characterise 

the fundamental functions as one of their many uses. An illustration of a functional equation is the Fibonacci 

number sequence [2]. 

VI. Semigroups [3]: A binary operation ∘ on a set S is a map ∘∶ S × S → S.  

If for all elements x, y, z ∈ S, x ∘ (y ∘ z) = (x ∘ y) ∘ z, then this operation is associative. A non-empty set 

having an associative binary operation is known as a semigroup. As a result, semigroups are among the most 

fundamental types of algebraic structures.  

A semigroup, according to some definitions, is a set equipped binary operation "empty semigroup" that may 

or may not be empty. That is, the 'empty semigroup' is formed by the empty set. From the perspective of 
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  category theory, this is advantageous. But keep in mind that if a semigroup might be empty, other definitions 

must be changed. 

Many algebraists are drawn to the theory of semigroups because of its applicability to formal languages, 

network analogy, automata theory, and other fields. We examined various contexts in which semigroups are 

applied in Section 2. We found some instances of regular, E-inversive, and inverse semigroup structures in 

biology, sociology, and other fields. 

3|Novel Characterization of the Inference Process 𝐔𝐪
𝐋(𝐊) for 𝐪 > −𝟏, 𝐪 ≠

𝟎 via Functional Equation  

This section provides a breakthrough in information theory as it characterizes RGEs through the 

characterization of the IF by a functional equation. 

Theorem 1. The IF, f(x) =  xq+1, q > −1, q ≠ 0 is well defined. Moreover, if Χ is any arbitrary enumeration 

set, then IF is characterized by the functional equation: 

Proof: To start with, we must prove that IF is well defined. To obtain that, it suffices to show that it is 

impossible that for any x, y ∈ Χ with x ≠ y, f(x) = f(y). 

Let f(x) = f(y). Hence, xq+1 = yq+1, equivalently (q + 1)log(
x

y
) = 0. Therefore, (q + 1) = 0  or log(

x

y
) = 0. 

The statement (q + 1) = 0 yields a contradiction. This implies log(
x

y
) = 0, or x = y , proving the well-

definiteness of IF. 

Sufficiency: For all x, y ∈ Χ,  f(x) = xq+1, q > −1, q ≠ 0, we have Eq. (1). 

Necessity: If the suggested functional equation, as in Eq. (2). 

Differentiating Eq. (2), yields Eq. (3). 

Setting f(1) = q + 1. Now putting x = 1  in  Eq. (3), implies Eq. (4). 

Eq. (4) with x → y implies Eq. (5): 

It follows by Eq. (5) that Eq. (6) holds:  

It can be verified that Eq. (6) implies Eq. (7). 

Therefore, 
d

dy
(

f(y)

yq+1) = 0. Consequently, f(y) = cyq+1. Letting f(1) = 1. Hence, c = 1, implying f(y) = yq+1. 

The proof is done. 

In what follows, let Φ denote the set of IFs by  

f(xy) = f(x)f(y), for all x, y ∈ Χ.  

f(xy) = (xy)q+1 = xq+1yq+1 = f(x)f(y).                                         (1) 

f(xy) = f(x)f(y), for all x, y ∈ Χ holds.                                       (2) 

y
∂f(xy)

∂x
=

df(x)

dx
f(y).                                                                        (3) 

y
∂f(y)

∂x
=  

df(1)

dx
f(y).                                                                       (4) 

y
df(y)

dy
= (q + 1)f(y).   (5) 

yq+1 df(y)

dy
= (q + 1)yqf(y).                                                                        (6) 

yq+1df(y)

dy
−(r+1)yqf(y)

(yq+1)2 = 0.                                                           (7) 
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  Φ = {f(x): f(x) = xq+1, ∑ f(x)x∈Χ  is minimal, q > −1, q ≠ 0, Χ is any arbitrary enumeration set, f(xy) =

f(x)f(y)}. 

4|Unification of the Inference Process 𝐔𝐪
𝐋(𝐊)  for 𝐪 > −𝟏, 𝐪 ≠ 𝟎  with 

Semi-Group Theory  

Theorem 2. The above defined set Φ is an abelian(commutative) semi-group, with no identity element. 

Proof: to prove the closure of the binary operation, let f(x) ∈ Φ, for all x ∈ (0,1), then it holds that is minimal. 

For q > −1, q ≠ 0 , we have by Eq. (8). 

The above inequality is also satisfied for all the non-extensive values of the parameter q. 

By the definition, f(x2)=(f(x))2. Then showing the minimality of  ∑ x2(q+1)
x∈Χ  , which clearly follows from 

Eq. (8). The binary operation is associative. To see this, we have for all  f(x), f(y), f(z) ∈ Φ. Consequently, 

∑ xq+1
x∈Χ , ∑ yq+1

y∈Χ and ∑ zq+1
z∈Χ  are minimal for q > −1, q ≠ 0. By the definition, we reach Eq. (9):  

We must prove the minimality of  ∑ (xyz)q+1
x,y,z∈Χ , equivalently by Eq. (9), (∑ xq+1

x∈Χ )(∑ yq+1)y∈Χ ( ∑ zq+1
z∈Χ ) 

is minimal. This is immediate from the definition. 

As for the identity element, let the contradiction be true, that is an identity element f(e) ∈ Φ satisfying  Eq. 

(10). 

This implies f(e) = 1,  which is only possible if f(e) = x(−1)+1. This applies whenever q = −1 (contradiction) 

This completes the proof. 

5|The Threshold Theorems for the Inference Functional 

In what follows, a new theorem is devised, the Threshold Theorem of the Inference Functional (TTIF). We 

need the following important well-known theorem in mathematical analysis [4] as it is necessary to prove our 

newly devised results in Theorem 3. 

The following theorem outlines a straightforward method for identifying where f is increasing or decreasing 

for differentiable functions. 

Theorem 3. Let f be a function that is defined and differentiable on an open interval (c, d). 

Recalling, Uq
L(K)  to be Uq

L(K) =  x ∈ Χ which minimizes ∑ f(x)x∈Χ ,with Uq
L(K) = x ∈ Χ  that minimizes 

 ∑ xq+1
x∈Χ , q > −1, q ≠ 0, Χ is any arbitrary enumeration set.  

Theorem 4. For f(x) =  xq+1, q > −1, q ≠ 0, Χ is any arbitrary enumeration set, it holds that: 

I. f(x) is well-defined. 

II. f(x) is forever decreasing in x if and only if q > −1, q ≠ 0. 

III. f(x) is forever increasing in x if and only if q < −1. 

IV. f(x) is forever decreasing in q if and only if x ∈ (0,1).  

V. f(x) is forever increasing in q if and only if x ∈ (1, ∞). 

Proof:  

x2(q+1) < xq+1, which directly implies ∑ x2(q+1)
x∈Χ < ∑ xq+1

x∈Χ .  (8) 

f(xyz) = f(x)f(y)f(z).                                                               (9) 

f(xe) = f(x)f(e) = f(x).    (10) 

If f ′(x) > (< 0) for all x ∈ (c, d), then f is increasing (decreasing) on (c, d).   (11) 
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  (i) Assume that Eq. (12) holds: 

Thus, Eq. (13) follows. 

Based on Unequality (14) 

Eq. (15) follows. 

Hence, x = y (contradiction). Therefore, f is well-defined.  

(ii) We have 
∂f

∂x
 = (q + 1)xq. By the preliminary theorem, (i) holds if and only if  (q + 1)xq > 0. Since xq is 

forever positive.  

Following the same argument proves (iii). 

As for (iv),  
∂f

∂q
 = (lnx)xq+1. According to the preliminary theorem, (iii) holds if and only if  lnx < 0, which 

holds if and only x ∈ (0,1). 

The proof of (iv) is like (v). 

6|Numerical Experiments 

In this section, numerical experiments are determined for the family of families characterized by the IF, f(x) =

 xq+1, q > −1, q ≠ 0, Χ is any arbitrary enumeration set.  

6.1|Extensive Information Theoretic Parameter r 

For the extensive values of the parameter q, q ∈ (−∞, 1]⨆(1, ∞).  

Fig. 1. The significant impact of the extensive theoretic parameter 

on the overall behaviour of the inference functional. 

Fig. 1 presents strong evidence of the significant impact of the extensive theoretic parameter on the overall 

behaviour of the IF, f(x) = xq+1. For q = −1, the IF is a straight line. As q increases, the IF starts to take the 

curve shape until q = 2,  it starts to be linear. 

f(x) =  f(y), x ≠ y for q > −1, q ≠ 0. (12) 

(q + 1)l n (
x

y
) = 0. (13) 

f(x) = f(y), x ≠ y for q > −1, q ≠  0. (14) 

  l n (
x

y
) = 0.                                                                                          (15) 
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  6.2|Non-extensive Information Theoretic Parameter 𝐪 

For the non-extensive values of the parameter q, q ∈ (0.5,1). 

Fig. 2. Impact of the non-extensive information theoretic parameter q(0.5<q<1). 

Fig. 2 depicts the strong impact of the non-extensive information theoretic parameter q(0.5 < q < 1). The IF 

decreases for x =
1

3
, q(0.5 < q < 1). As x decreases the curve starts to be linear, for positive x. Fig. 2 shows 

the increasability of the IF in x for all the non-extensive information theoretic parameter q. It is also observed 

that this numerical experiment agrees with the findings of Theorem 4, as the graph decreases in r for all x 

satisfying 0 < x < 1. This provides an evidence of the information theoretic impact on the IF.  

7|Information-Theoretic Applications to Human Computer 

Interaction 

Shannon's information theory [5], developed in 1948, has been widely recognized and applied across various 

fields. While Fitts' law and Hick's law initially connected information theory with psychology, the direct impact 

of information theory on HCI has been less evident. However, recent developments show that information 

theory is now beginning to influence and contribute to HCI research, marking a new era of exploration and 

application in this domain. 

The communication scheme introduced by Shannon in digital communication highlights the role of entropy 

as a measure of information, as depicted by Fig. 3 [5]. It involves a source generating messages represented 

by a random variable X, which are encoded, transmitted through a channel, and decoded at the destination as 

Y [5]. The process focuses on the probability of outcomes, with concepts like entropy, mutual information, 

and channel capacity being key in understanding and optimizing human-computer communication [5]. 

Fig. 3. Shannon’s communication dynamics flow chart. 

In the context of HCI, Shannon's information theory is applied to the concept of pointing, where Fitts' law 

models the relationship between movement time and index of difficulty. Fitts also introduced the Index of 

Performance, later termed throughput by [6], to measure the effective speed of data transmission in 

engineering, calculated as the amount of transmitted information divided by the time taken, typically measured 
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  in bits per second. This application of information theory helps analyze throughput in HCI tasks, extending 

beyond Fitts' law to consider input communication in noisy channels and sequential processes like text entry. 

Hick's Law, introduced to HCI in the 1980s [7], [8], explores the relationship between the number of choices 

and the time it takes to decide. While some researchers debate its relevance in HCI tasks, Hick's Law has been 

applied to various scenarios in HCI, considering factors like uncertainty and decision-making time. The law's 

application in interface design remains controversial, with differing perspectives on its significance within the 

HCI community. 

Several  recent studies have explored using information theory tools to analyze the transmission of 

information from users to computers in HCI [9-12], as portrayed by Fig. 4 [5]. Notably,  the development of 

the Bayesian Information Gain (BIG) framework is essential to quantify user input information and reduce 

computer uncertainty about user goals. By maximizing information gain through feedback, computers can 

take a more active role in interactions, potentially shifting the balance of control between humans and 

machines in HCI. 

Fig. 4. A communication system model in which users serve as the information source. 

Behavioural economics is a significant approach used to assess how people make decisions [13]. The study 

[13] selected cognitive biases, such as confirmation bias and order effect, along with social cognitive biases 

like authority bias and ethnic-name prejudice, through online experimentation and the integration of User 

Interface (UI) design for trait detection and debiasing measures in online health information seeking. 

The study [14] used information theory to explore how humans interact with continuous control sensors in 

designing digital musical instruments, focusing on the New Interfaces for Musical Expression (NIME) 

community. The research aims to understand human control accuracy with these sensors, addressing concerns 

like performance in different control scenarios and the perceptions of designers and researchers. By treating 

the human-computer system as an information channel and applying information theory concepts, the study 

[14] shed light on human abilities and informs musical instrument design, ergonomics, and usability 

considerations. 

Moreover, a series of experiments analyzing human performance using different sensors in human-computer 

interfaces [14]. By applying the Shannon-Hartley theorem, [14] determined the channel capacity of the system 

in bits per second, showing that subjects communicated more information with certain sensors and control 

methods at different bandwidth limits. The results [14] contribute to understanding how humans perform in 

continuous control tasks using sensors, providing insights for designing new interfaces. 

The key findings [14] suggested that continuous control can convey information more effectively than 

pointing, especially at higher movement speeds. Additionally [14], while having more degrees of freedom in 

control can help novice performers convey more information, exceeding two degrees of freedom may reduce 

information capacity. Position sensors are recommended over proximity or force sensors for complex control 

tasks, and expert control consistently outperforms novice performance in various studies. Practitioners [14] 

should be cautious about overestimating performer control when using force sensing resistors and capacitive 

sensors, as further investigation is needed to validate these estimations. 

The study in [15] has developed  new theoretical models and metrics as evaluation tools for UI design, drawing 

inspiration from thermodynamics and information theory. By viewing UIs as Binary Finite-State Machines 

(BFSMs) and networked two-way communication channels, the research seeks to connect fundamental 
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  scientific theories with practical methodologies in UI design. The proposed [15] metrics and models align 

with real-world experiences and merit further exploration to enhance UI research and development. 

In the context of UI interactions [15], the text explains how these interactions can be seen as Finite-State 

Machines (FSM) and further as BFSMs by categorizing outcomes as "relevant" or "irrelevant" to the user. 

Each user action (UAIO) item is considered to have equiprobable outcomes falling into these two categories, 

leading to a total number of outcomes equal to twice the number of User-Apparent Interface Objects (UAIO)  

items. 

Scientific terminologies [15], like "temperature", often originate from everyday language but acquire more 

precise meanings through evolution. Temperature scales such as Celsius, Fahrenheit, and Kelvin were 

developed by choosing specific reference points and dividing the scale evenly between them. Similarly, the 

text suggests creating a new metric akin to temperature to measure and communicate user feelings about UI 

design. 

Accordingly [15], the concept of Interface Temperature (IT) is introduced as a metric to quantify the number 

of UAIO in a UI. So,  associating the number of UAIO with a "technical temperature scale" (iT) and an 

"emotional temperature scale" (eT) can be used to  represent the cleanliness or cluttering of a UI layout. The 

IT and eT scales are used to measure the UI conditions based on the number of UAIO, providing potential 

applications for monitoring user interactions in UI design. 

In this model, mutual information II(XX, YY) is viewed as part of the UI's operational mechanism for 

interactive functions, while the information that meets the user's intended purposes is represented by 

HH(YY|XX). The dynamic exchange [15] of information during user interaction forms a two-way 

communication channel model, distinct from Shannon's one-way communication channel model. 

Information in HH(YY′|XX′) exits the UI to User Systems (UIUS) and transforms into input information 

HH(XX") for an external UIUS, aligning with the user's original functional needs, as illustrated by Fig. 5 [15]. 

Fig. 5. UI-to-user systems and networked two-way communication channels (NTCC). 

The relationship between visualization applications and Virtual Environments (VEs) in visual computing was 

discussed in [16].   
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  Fig. 6 [16] navigates the exploration of factors influencing the success of VEs used for visualization 

applications and   highlights the importance of identifying fundamental measures that can guide inquiries into 

why some systems work well while others do not. Designers [16], users, and stakeholders in VEs seek to 

understand what enables success and what obstacles may impede it, prompting a deeper examination beyond 

practical factors. 

a.  

b. 

c.  

d. 

Fig. 6. Four examples of typical virtual environments used for visualization applications; a. an OpenSpace 

event [17], b. surgical simulation [18], c. gigaimage analytics [19], d. sports training [20]. 
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  In a VE, interactive events form a processing flow involving two main types of processes: VE processes and 

human processes, as in Fig. 7 [20]. VE processes involve machine-centric activities like generating images and 

sounds, while human processes encompass human-centric actions such as attention, perception, and body 

movements. In mixed reality environments, real environment processes can also influence a participant's 

reality, leading to complex and detailed sequences of events that can be approximated for practical analysis in 

VE systems. 

Fig. 7. A sequence of events in a VE can be considered as a series of processes flowing along a 

pathway in a complex space of all possible states of the entities involved. 

The study [20] discussed the apparent contradiction between the need to pre-process initial data (ℤ1) for 

quicker reactions and the demand to enhance ℤ1 with more realism in visualization tasks, as in Fig. 8 [21]. As 

the visualization process progresses, specific models are refined, reducing uncertainty and leading to a more 

focused data alphabet (ℤn) with lower entropy, aligning with the theory presented in reference [21]. 

Fig. 8. A schematic to enhance the understanding and development of complex models within 

the VE environment. 

8|Conclusion 

This study is innovative because it makes significant contributions to the theory of uncertain reasoning and 

investigates inference procedures based on RGEs. Novel Characterization for q > −1, q ≠ 0, inference 

process Uq
L(K)  by  a functional equation is devised. First time unification of the inference process Uq

L(K)  for 

q > −1, q ≠ 0  with semi- group theory is obtained. Also, the threshold theorems for the IF were devised. 

Furthermore, numerical experiments are illustrated. The complex proofs in our paper are original results 



 On the shoulders of the three giants information theory, semi-group theory... 

 

268

 

  which emphasizes the credibility of the class of RGEs as measures of information, and that the field is open 

to extend an enhanced methodology regarding queuing networks with heavy tails.  

On the other remit of the spectrum, there are several emerging open problems: 

I. There are challenges and advantages of conducting online health information system experiments compared 

to traditional psychological lab experiments [13]. Online experiments offer scalability and flexibility in 

research tasks but are susceptible to environmental noise, which can complicate the detection of subtle 

psychological and behavioural traits. Based on the feasibility, researchers can conduct A-B testing research 

using real-world health information websites or applications to establish baseline models and experiment 

with single variables confidently for desired behavioural modelling. 

II. The study [13] flagged concerns about data quality when using online labour markets like MTurk for research 

recruitment. So, it is highly suggested to improve data collection by considering the behavioural response 

patterns of MTurk workers and exploring additional data collection methods like mousing, eye-movement, 

and biometric measures for better modelling in online health information systems. 

III. In a rare study [22] linking information theory and thermodynamics, A Mageed highlighted how statistical 

mechanics aids in scientific reasoning by preventing unconscious biases. These scientific methods [15], honed 

by renowned scientists and refined by successive generations, have significantly shaped our modern era. The 

emphasizes the importance of learning from established scientific methodologies to create sophisticated and 

effective theories for research and design, particularly in the realm of UIs and interactions, which offers 

several unsolved open problems till current. 

IV. The comparison between 3D visualization and 2D visualization for 3D data involves evaluating factors like 

alphabet compression [20], potential distortion, cognitive cost, and economic cost. The choice between 3D 

and 2D visualization depends on the viewer's familiarity with the data variations, where 2D visualization may 

be more beneficial in some cases due to lower potential distortion and cognitive cost. The analysis emphasizes 

the importance of considering these factors to optimize the visualization process based on cost-benefit 

metrics. The question regarding the necessity of 3D visualization for 3D data does not have a simple yes or 

no answer but requires an optimization solution based on a cost-benefit analysis. It emphasizes the 

importance of considering the impact of potential distortion on decision-making processes and suggests 

comparing different display technologies, such as gigapixel displays versus desktop displays, to maximize 

benefits in visualization tasks. Additionally, it mentions the application of the analysis to compare different 

representations of 3D geometric models on 2D displays for effective decision-making in visualization 

contexts. 

There are several avenues for future work. One possibility is to investigate these information theoretic 

properties for other entropies such as Tsallis [23] and other higher order generalized such as Generalized Z-

entropy, which is a generalization to many entropy functionals such as Tsallis and Rényi [22-29]. Also, future 

research may include exploring possible solutions to the proposed open problems.  
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